The research deals with the mathematical model of multivariate testing of the landing page of the website. The confidence intervals for the conversion rate difference of the landing page variations are investigated.
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1. Introduction

The activity of each company is aimed at making profit. At a time when much of the target audience gets information about products and services on-line and making purchases on-line, it is important to have an effective website for every company. In order to increase profit of the company the website is subject to an ongoing and constant optimization. The object of optimization is the conversion rate - the percentage of visitors who completed a targeted action that is desirable for the website owner.

One way to optimize the conversion rate is to conduct the multivariate testing. On the landing page of the site several elements are chosen and their modifications are created. Then all possible combinations of modifications of these elements are formed and thus variations of a page are created. The flow of visitors is distributed randomly and evenly between the landing page variations. Each visitor is invited to view one of these variations and the behavior of visitors is monitored in order to know is the target action performed by the visitor or not.

All possible combinations of landing page elements are simultaneously tested with multivariate testing. It helps to evaluate the impact of each element and their interaction on the conversion rate. The landing page variation (optimal combination of elements), which won the greatest conversion rate is chosen according to the test results. It should be noted, that multivariate testing is expensive and takes time.

Services for multivariate testing Optimizely [1], Visual Website Optimizer [2], Google Analytics Content Experiments [3] and other platforms are using both classical and Bayesian statistical approaches.

The idea of Bayesian approach consists in the fact, that the model parameters are random variables with a prior probability distribution. The Bayes’ theorem is used to find a posterior probability distribution of parameters that is used in Bayesian point estimates calculation and in building confidence intervals for unknown parameters. In some cases it is available the information about a priori distribution with the accuracy to unknown hyperparameters that can be evaluated simultaneously with the assessment of unknown parameters. This method won the title of Empirical Bayes method.

By using of the classical frequentist approach the model parameters are considered as unknown constants, point estimates are calculated according to the maximum likelihood estimation. Confidence intervals limits for the unknown parameters are calculated solely on the sample and therefore they do not depend on unknown parameters, and the intervals themselves contain unknown parameters with a set probability.

2. Goal setting

Knowledge systematization about mathematical model of multivariate landing page testing is implemented. Confidence intervals for the conversion rate difference of the landing page variations with correction for multiple comparisons using Bonferroni corrections, the Šidák procedure and the Benjamini–Hochberg procedure are built. The use of confidence intervals allows to present testing visually and promotes the simple interpretation of results.

3. Terminology

Here and after the conventional terminology of Internet marketing will be used.

Landing page is the page where the visitor becomes involved with advertising, search engines, mailing.

Call-to-Action is the element of the landing page (button, text link, image or other item), which leads the visitor to the conversion action. Appearance of the Call-to-Action-item should be allocated among the page’s content, because it converts visitor by the user.

Conversion action is the action of the visitor that is significant for owner of the site (free content download, registration, newsletter subscription, purchasing of goods, booking services, etc.).

Unique visitor is the visitor with unique features (IP-address, browser, credentials, etc.), who went to the landing page for some period of time (day, week, month).

User is a visitor who interacts with the landing page of the site.
Original page is basic version of the landing page.
Variation is an alternative version of the landing page.
Conversion is the conversion action that is executed by the visitor on the site.
Conversion rate is the number of conversions divided by the total number of
visitors.
Landing page optimization is the process of improving of the landing page
elements to maximize the conversion rate.
A/A testing is a method of comparing of the same landing page to verify the
accuracy of the test instrument.
A/B testing is a method of optimizing of the original landing page. The original
page and its variation must be identical except for one element, whose influence
on the perception of visitors is checked during the test.

4. Multiple hypotheses testing under the multivariate testing

Problem formulation. Let independent Bernoulli trials with a probability
of success $p_1, p_2, \ldots, p_m$ in each group in one test are conducted in $m$ groups. The
probabilities of success $p_1, p_2, \ldots, p_m$ are unknown. Let group 1 be baseline group.
Null hypotheses $H_{ij}^0: p_i = p_j$, $i = 1, j = 2, \ldots, m$ (group $i$ and group $j$ have
similar probability of success) are put forward relatively the unknown parameters.
The alternative hypotheses are two-tailed: $H_{ij}^1: p_i \neq p_j$, $i = 1, j = 2, \ldots, m$. It
is necessary according to the realization of samples from Bernoulli distributions
with parameters $p_1, p_2, \ldots, p_m$ make the conclusion – is the hypotheses $H_{0ij}$ to be
rejected or not.

The frequency of success $\hat{p}_i = \mu_i/n_i$ is unbiased, consistent estimator for
parameter $p_i$ in group $i$ and the frequency of success $\hat{p}_j = \mu_j/n_j$ is unbiased,
consistent estimator for parameter $p_j$ in group $j$.

Estimator

$$\hat{p} = \frac{\hat{p}_in_i + \hat{p}_jn_j}{n_i + n_j}$$

serves as combined rate of success in the two groups.

Let us use $z-$test for the equality of two proportions [4]. If the hypothesis
$H_{0ij}^0: p_i = p_j$ is to reject under

$$Z = \frac{|\hat{p}_i - \hat{p}_j|}{\sqrt{\hat{p}(1-\hat{p})\left(\frac{1}{n_i} + \frac{1}{n_j}\right)}} \geq z_{1-\alpha/2}, \quad (4.1)$$

and is not to reject otherwise, then with the probability $\alpha$ the hypothesis $H_{0ij}^0$ will
be rejected if it is fair (two-tailed alternative $H_{1ij}^0: p_i \neq p_j$).

Or, that is the same, the hypothesis $H_{0ij}^0: p_i = p_j$ is rejected, if

$$\hat{p}_i - \hat{p}_j \notin \left(-z_{1-\alpha/2}\sqrt{\hat{p}(1-\hat{p})\left(\frac{1}{n_i} + \frac{1}{n_j}\right)} : z_{1-\alpha/2}\sqrt{\hat{p}(1-\hat{p})\left(\frac{1}{n_i} + \frac{1}{n_j}\right)}\right) \quad (4.2)$$
and is not rejected in a reverse situation.

Or, that is the same, according to the distribution of Z statistic the p-value is defined. The *p-value* is the probability, under the assumption of hypothesis \( H_{ij0} \): \( p_i = p_j \), of obtaining a result equal to or more extreme than what was actually observed

\[
p_{ij} = P\{Z \geq z|H_{ij0}\} = 2(1 - N_{0,1}(z)). \tag{4.3}
\]

The p-value is compared with significance level \( \alpha \). If \( p_{ij} \leq \alpha \), so the null hypothesis \( H_{ij0} \): \( p_i = p_j \) is rejected in favour of \( H_{ij1} \): \( p_i \neq p_j \).

Let us calculate the amount of the unique visitors, that is needed for the testing. If simple hypothesis \( H_{ij0} \): \( p_i = p_j \) is unfair, then alternative hypothesis \( H_{ij1} \): \( p_i - p_j = \theta \) is fair and statistic

\[
Z_1 = \frac{\hat{p}_i - \hat{p}_j - \theta}{SE} = \frac{\hat{p}_i - \hat{p}_j - \theta}{\sqrt{\hat{p}(1-\hat{p})\left(\frac{1}{n_i} + \frac{1}{n_j}\right)}} \tag{4.4}
\]

has a standard normal distribution.

The power of statistical test is equal

\[
1 - \beta = P\left\{Z_1 \geq z_{1-\alpha/2} - \frac{\theta}{SE}\right\} + P\left\{Z_1 \leq -z_{1-\alpha/2} - \frac{\theta}{SE}\right\},
\]

\[
1 - \beta \approx 1 - N_{0,1}\left(z_{1-\alpha/2} - \frac{\theta}{SE}\right),
\]

\[
z_{1-\alpha/2} - z_{\beta} \approx \frac{\theta}{SE}.
\]

Let us suppose sample sizes of group \( i \) and group \( j \) are equal \( (n_i = n_j = n) \), then

\[
z_{1-\alpha/2} - z_{\beta} \approx \frac{\theta}{\sqrt{2\hat{p}(1-\hat{p})/n}}.
\]

Hence the minimal sample size of group \( i \) (or group \( j \)), which ensures the probability Type I error \( \alpha \), the power of a test \( 1 - \beta \), expected improvement difference \( \theta \) and baseline conversion rate \( \hat{p} \) under the simple hypothesis checking \( H_{ij0} \): \( p_i = p_j \) against simple alternative \( H_{ij1} \): \( p_i - p_j = \theta \) is equal

\[
n \approx \frac{2(z_{1-\alpha/2} + z_{1-\beta})^2\hat{p}(1-\hat{p})}{\theta^2}. \tag{4.5}
\]

The unique amount of visitors of the site needed for the testing is equal \( mn \).

While checking of one null hypothesis \( H_{ij0} \): \( p_i = p_j \), the probability of the Type I error is limited with \( \alpha \). Then during the similar checking of \( m - 1 \) independent
null hypotheses $H_{ij}^{0} : p_i = p_j$, $i = 1, j = 2, \ldots, m$, the probability of the Type I error is limited with value $1 - (1 - \alpha)^{m-1}$, which becomes too big almost when it is small enough $m$. For the elimination of this effect - the effect of multiple comparisons – it is made a wide range of statistical procedures, which are different according to their power and usage conditions in different situations [5–7].

Family-wise error rate (FWER) is the probability of making one or more Type I errors when performing multiple hypotheses tests. This value we want to control, so we need a statistical procedure, that will allow the probability of making one or more Type I errors not more then $\alpha$. For the completing of the task we use the Bonferroni correction and step-down procedure of multivariate checking of hypotheses – the Šidák method [5,6].

In cases hundreds or thousands hypothesis are checking, it can be make the certain amount of Type I errors to increase the power of the procedure and reject more unfair hypothesis, so to make less Type II errors. In such cases it is advisable to use the False Discovery Rate (FDR) – the expected proportion of Type I errors among the rejected hypotheses. For any procedure of multivariate hypotheses testing $FDR \leq FWER$. By means of that, if to control the $FDR$, we will get more powerful procedure, so it allows to reject more hypotheses. Method, controlling $FDR$, is increasing – the Benjamini-Hochberg procedure. One of the terms of this procedure usage lies in the independence of the hypotheses that are checking [7].

5. Implementation of multivariate testing

All possible combinations of elements of the landing page are simultaneously tested under the multivariate testing and the influence of each element and their interinfluence on the conversion rate is estimated. Visitors are offered for the viewing pages $A_1, A_2, \ldots, A_m$. To maintain the purity of the experiment the visitors should be identified during testing and during the next visits to the site they should be offered to view the same page, they saw previously. Null hypotheses of equal conversion rates on the pages $A_1$ and $A_j$ ($j = 2, \ldots, m$) are put forward.

The flow of visitors is modeled. Each visitor with the probability $1/m$ can be involved to one of pages. Once a visitor found himself in one of $m$ groups his behavior is modeled. The visitor’s behavior is clearly defined by two events: the success – the visitor executed conversion action – and the failure – the visitor has not fulfilled the conversion action. If it is offered to the visitor the page $A_j$, success will be with probability $p_j$.

In figure 1 the result of multivariate testing realization under the parameters $p_1 = 0.2$, $p_2 = 0.225$, $p_3 = 0.186$, $p_4 = 0.209$, $\theta = 0.015$, $\beta = 0.2$ is depicted. The Bonferroni correction is used for control of $FWER$ ($\alpha_i = 0.05/3, i = 1, 2, 3$). The existing of the conversion rate difference outside the limits of the confidence interval when the number of visitors is reached 14890 in each group means the rejection of the hypothesis $H_{ij}^{0}$. Confidence limits without correction are depicted with green color. Limits with Bonferroni correction are depicted with red color.
The Bonferroni correction is simple in realization, it is universal method – it is not dependent on the character of hypotheses and their interconnections. But this method has one sufficient disadvantage: the power of this method is decreased while the amount of statistical hypotheses that are checking is increasing.

In the figure 2 the result of multivariate testing realization under the parameters $p_1 = 0, 2, p_2 = 0.225, p_3 = 0, 186, p_4 = 0, 209, \theta = 0, 015, \beta = 0, 2$ is depicted. We use the Šidák method for control of $FWER (\alpha_i = 1 - (1 - 0, 05)^{1/3}, i = 1, 2, 3)$. The existing of the conversion rate difference outside the limits of the confidence interval when the number of visitors is reached 14835 in each group means the rejection of the hypothesis $H_0^j$. Confidence limits without correction are depicted with green color. Confidence limits with Šidák correction are depicted with red color.
The Šidák correction is derived by assuming that the statistical hypotheses are independent. Šidák method has a higher power than the Bonferroni method, but when testing a large number of hypotheses its power may be insufficient in terms of not rejection of hypotheses that are potentially interesting for detailed study and whatever had to be rejected.

In figure 3 the result of multivariate testing realization under the parameters $p_1 = 0, 2, p_2 = 0, 225, p_3 = 0, 186, p_4 = 0, 209, \theta = 0, 015, \beta = 0, 2$ is depicted. For the control of FDR we use Benjamini–Hochberg procedure ($\alpha_1 = 0, 05/3, \alpha_2 = 2 \cdot 0, 05/3, \alpha_3 = 0, 05$). The existing of the conversion rate difference outside the limits of the confidence interval when the number of visitors is reached 12933 in each group means the rejection of the hypothesis $H_0^j$. Confidence limits without correction are depicted with green color and limits with Benjamini–Hochberg are
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depicted with red color. Due to statistical procedure confidence limits are not monotone.
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Fig. 3. Confidence intervals with Benjamini–Hochberg correction for conversion rate difference on pages $A_1$ and $A_j$ ($j = 2, 3, 4$)

The results of multivariate testing under the parameters $p_1 = 0.2$, $p_2 = 0.225$, $p_3 = 0.186$, $p_4 = 0.209$, $\theta = 0.015$, $\beta = 0.2$ are presented in the table 1.

The winner is the landing page variation based on the improvement metric — the relative difference (in percentages) in performance of landing page variation concerning the baseline one [1].

The winner is the landing page variation with the conversion rate 22.53% and improvement 9.26%. Multiple comparisons with the usage of Benjamini–Hochberg correction lead to the least errors under the null hypotheses $H_{ij}^0$ rejection, namely 0.0003; 0.0001 for hypotheses $H_{12}^0$, $H_{13}^0$ correspondingly.
Table 1. The results of multivariate testing

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Conversion Rate</th>
<th>Improvement</th>
<th>Multiple Comparison Adjustment Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Bonferroni</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Statistical Significance</td>
</tr>
<tr>
<td>$H_{0}^{12}$</td>
<td>$\hat{p}_1 = 0.2044$</td>
<td>10.63 %</td>
<td>0.9999</td>
</tr>
<tr>
<td></td>
<td>$\hat{p}_2 = 0.2261$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{0}^{13}$</td>
<td>$\hat{p}_1 = 0.2044$</td>
<td>-9.56 %</td>
<td>0.9999</td>
</tr>
<tr>
<td></td>
<td>$\hat{p}_2 = 0.2261$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{0}^{14}$</td>
<td>$\hat{p}_1 = 0.2044$</td>
<td>3.10 %</td>
<td>0.4814</td>
</tr>
<tr>
<td></td>
<td>$\hat{p}_2 = 0.2107$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{0}^{12}$</td>
<td>$\hat{p}_1 = 0.2049$</td>
<td>10.33 %</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>$\hat{p}_2 = 0.2261$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{0}^{13}$</td>
<td>$\hat{p}_1 = 0.2049$</td>
<td>-9.79 %</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>$\hat{p}_2 = 0.2261$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{0}^{14}$</td>
<td>$\hat{p}_1 = 0.2049$</td>
<td>2.77 %</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>$\hat{p}_2 = 0.2106$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{0}^{12}$</td>
<td>$\hat{p}_1 = 0.2063$</td>
<td>9.26 %</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>$\hat{p}_2 = 0.2253$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{0}^{13}$</td>
<td>$\hat{p}_1 = 0.2063$</td>
<td>-10.93 %</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>$\hat{p}_2 = 0.2253$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{0}^{14}$</td>
<td>$\hat{p}_1 = 0.2063$</td>
<td>2.91 %</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>$\hat{p}_2 = 0.2123$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

6. Conclusions

Multivariate testing is used to optimize landing pages in order to find the most effective combination of elements that has the highest conversion rate, as well as evaluating the effectiveness of each element of the landing page. Multivariate testing allows to maximize the conversion of any resource with high traffic.

We studied and implemented mathematical model of multivariate landing page testing, built confidence intervals for the conversion rate difference of the landing page variations with correction for multiple comparisons using Bonferroni corrections, the Šidák procedure and the Benjamini–Hochberg procedure.

Software implementation of multivariate testing is developed in the programming language R.
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